Long-term field performance of a tunable diode laser absorption spectrometer for analysis of carbon isotopes of CO₂ in forest air
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Abstract. Tunable diode laser absorption spectrometry (TDLAS) is gaining in popularity for measuring the mole fraction [CO₂] and stable isotopic composition (δ¹³C) of carbon dioxide (CO₂) in air in studies of biosphere-atmosphere gas exchange. Here we present a detailed examination of the performance of a commercially-available TDLAS located in a high-altitude subalpine coniferous forest (the Niwot Ridge AmeriFlux site), providing the first multi-year analysis of TDLAS instrument performance for measuring CO₂ isotopes in the field. Air was sampled from five to nine vertical locations in and above the forest canopy every ten minutes for 2.4 years. A variety of methods were used to assess instrument performance. Measurement of two compressed air cylinders that were in place over the entire study establish the long-term field precision of 0.2 µmol mol⁻¹ for [CO₂] and 0.35‰ for δ¹³C, but after fixing several problems the isotope precision improved to 0.2‰ over the last several months. The TDLAS provided detail on variability of δ¹³C of atmospheric CO₂ that was not represented in weekly flask samples, as well as information regarding the influence of large-scale (regional) seasonal cycle and local forest processes on [CO₂] and δ¹³C of CO₂. There were also clear growing season and winter differences in the relative contributions of photosynthesis and respiration on the [CO₂] and δ¹³C of forest air.

1 Introduction

Measurement of the stable isotope ratios of gases that participate in biosphere-atmosphere exchange processes is necessary to understand those processes and the natural environment (Keeling et al., 1995; Trolier et al., 1996). Instruments that separately measure absorption of isotopomers of gases of interest (e.g. ¹³CO₂ and ¹²CO₂) (Murnick and Peep, 1994) provide an alternative to isotope ratio mass spectrometry (IRMS) techniques (Brand, 1996). Laser absorption spectrometry has regularly been used to measure the mole fractions of atmospheric trace gases such as CH₄, CO, N₂O, and others (Gulluk et al., 1997; Webster et al., 2001; Provencal et al., 2005). These instruments measure absorption of mid-infrared (mid-IR) radiation using a variety of techniques including Fourier-transform IR spectroscopy (Ester et al., 2000; Giffith et al., 2000), quantum cascade laser spectroscopy (Weidmann et al., 2004; McManus et al., 2005; Saleska et al., 2006), cavity ring-down spectroscopy (Crosson et al., 2002; Provencal et al., 2005; Wahl et al., 2006), and laser optogalvanic effect spectroscopy (Murnick and Okil, 2005). Another method that has received considerable attention in ecological and atmospheric studies is tunable diode laser absorption spectroscopy (TDLAS). Bowling et al. (2003) described in detail a TDLAS instrument capable of measuring ¹²CO₂ and ¹³CO₂ at natural abundance levels. Several recent studies have used TDLAS instruments to address questions of ecological relevance with stable isotopes. These studies examined the δ¹³C and δ¹⁸O of ecosystem-respired CO₂ (Griffis et al., 2004; Bowling et al., 2005; Griffis et al., 2005a; Griffis et al., 2005b; Zhang et al., 2006; Griffis et al., 2007), δ¹³C and δ¹⁸O of leaf-respired CO₂ (Barbour et al., 2007a, 2007b), and δ¹⁸O of water vapor in forest air (Lee et al., 2005).

The isotopic composition of atmospheric CO₂ is useful in improving our understanding of biosphere-hydrosphere-atmosphere interactions. At the global scale, the carbon isotopic composition of atmospheric CO₂ is affected by the relative strengths of land/ocean carbon sinks (Ciais et al., 1995;
The objective of the present study is to evaluate the long-term performance of a TDLAS used to monitor $[^{12}\text{C}]$ and $[^{13}\text{C}]$ of atmospheric $\text{CO}_2$ within a subalpine forest at Niwot Ridge, Colorado, USA. The sampling methodology was designed to observe diurnal and seasonal variations related to local forest carbon cycling processes as well as regional changes in atmospheric $\text{CO}_2$. Based on a preliminary study (Bowling et al., 2005), we were uncertain if TDLAS was capable of providing detail on the relatively small-amplitude seasonal cycle in $[^{13}\text{C}]$ of atmospheric $\text{CO}_2$ in the air above this forest. The potential drawback of a TDLAS-based approach in this case is that the regional variability in the troposphere at the latitude of Niwot Ridge (40° N) is known to be $\sim 0.5\%$ (Trolier et al., 1996), which is close to the precision found for TDLAS instruments in several studies. However, seasonal variability should still be detectable using TDLAS if the accuracy is high and the noise averages away.

We hypothesized that the high temporal and spatial resolution of TDLAS measurements would show that the $[^{13}\text{C}]$ of $\text{CO}_2$ in forest air is affected by both local forest processes and regional phenomena (such as the seasonal cycle). As mentioned, TDLAS-based approaches lack the combination of spatial and temporal resolution provided by IRMS measurements. We know from previous studies that forest carbon cycling processes affect the $[^{13}\text{C}]$ of forest air (Pataki et al., 2003; Bowling et al., 2008; Schaeffer et al., 2008) and at the regional and global scales $[^{12}\text{C}]$ and $[^{13}\text{C}]$ are increasing/decreasing due to anthropogenic processes (Trolier et al., 1996; Scholze et al., 2003). However, the relative importance of these processes has not been thoroughly examined at a single site, and little is known about how the seasonal cycle variability in regional air is modified by local forest processes. The assumption has been previously made that the $\text{CO}_2$ in air interacting with a forest is similar to the marine baseline at the same latitude (Lai et al., 2004). We predicted that during the winter, $[^{13}\text{C}]$ would drop as ecosystem respiration added $\text{CO}_2$ depleted in $^{13}\text{C}$ to the air, and during the growing season $^{13}\text{C}$ would increase as plant photosynthesis discriminated against $^{13}\text{C}$, leaving forest air enriched in $^{13}\text{C}$ during the day (higher $[^{13}\text{C}]$). We also expected that over the course of the study, baseline $[^{12}\text{C}]$ would increase and $[^{13}\text{C}]$ would decrease with global changes in atmospheric $\text{CO}_2$.

In this paper, we describe the analytical details of the sampling system as well as the sampling and data analysis procedures that were used to assess the performance of this field-deployed TDLAS system. We then use the resulting 2.4-year record to examine the relative importance of local and large-scale processes on the isotopic composition of forest air.
Elevation at the site is 3050 meters above sea level (masl), the average annual precipitation is 800 mm, and average annual temperature is 1.5°C. Net ecosystem carbon, water, and energy fluxes, and weather have been monitored continuously at this site since the fall of 1998 (Monson et al., 2002; Turnipseed et al., 2002; Sacks et al., 2006). The forest is an approximately 100 year old mixed-species subalpine forest composed of Abies lasiocarpa (Hook.) Nutt. (subalpine fir), Picea engelmannii Parry ex Engelm. (Engelmann spruce), and Pinus contorta Dougl. Ex Loud. (lodgepole pine). The sparse understory contains seedlings of all three tree species and scattered patches of Vaccinium myrtillus L.

2.2 Tunable Diode Laser Sampling System

Bowling et al. (2003) described in detail a commercial TDLAS instrument for measuring $^{12}$CO$_2$ and $^{13}$CO$_2$ at natural abundance levels and mole fractions. Briefly, temperature and electrical current can be controlled in order to induce laser emission at desired wavelengths over a very narrow band. The tunable nature of this technique allows resolution of individual absorption peaks for $^{12}$CO$_2$ and $^{13}$CO$_2$.

For the present study, measurements of [CO$_2$] and $\delta^{13}$C in forest air were made using a tunable diode laser absorption spectrometer (TDLAS, TGA100A, Campbell Scientific, Inc., Logan, Utah). The absorption lines used for this study were 2293.881 and 2294.481 cm$^{-1}$ for $^{12}$CO$_2$ and $^{13}$CO$_2$ respectively. The TDLAS was housed in an insulated, unheated shack at Niwot Ridge. A related preliminary experiment at the same location has been reported previously (Bowling et al., 2005). Measurements for the present study began 13 September 2005 (day of year, DOY 256), and data collection is ongoing. Performance parameters are evaluated in this paper for data collected through 22 February 2008 (DOY 53), a total time period of 2.44 years. Most analyses in this paper focus on the first 2 years, but some additional analyses were performed with the longer data set to show system improvements. A custom-built multi-inlet sampling manifold allowed automated sampling of air from multiple locations (Fig. 1). This inlet system differs substantially from the one used by Bowling et al. (2005). Air was sampled from different heights from a tower and from a series of calibration tanks. Air samples were collected using 0.64 cm o.d. stainless steel tubing and a 15 µm filter (Nupro SS-4FW-15, Swagelok Company, Solon, Ohio, USA), and the flow rate to the TDLAS controlled at 100 to 400 mL (STP) min$^{-1}$ using a mass flow controller (Type 1179A, MKS Instruments, Andover, Massachusetts, USA). The air pressure upstream of the mass flow controller was continuously monitored using an ultra-high purity pressure transducer with low internal volume (GCT225, Setra Systems Inc., Boxborough, Massachusetts, USA); manifold pressure was used to diagnose problems such as clogged tubing, malfunctioning solenoids, etc. Prior to entry into the TDLAS, air was dried using a Nafion counterflow system (PD 625, Campbell Scientific, Inc., Logan, Utah). Finally, a dry rotary vacuum pump (XDS5, BOC Edwards, Crawley, West Sussex, UK) downstream of the TDLAS was used to pull gas from the manifold, through the mass flow controller and nafion drier, and through the TDLAS. Care was taken to keep flow rates through the sampling manifold and TDLAS constant; the pressure in the TDLAS sample cell varied from 2 to 2.5 kPa over the study but was usually kept constant using the flow controller. Care was taken to minimize the volume of the inlet system between the valve manifold and the TDLAS, which allowed pluming transients to disappear more quickly.

2.3 Air sampling, calibration, and quality control

Data collection and sampling system control were achieved using a datalogger (CR5000, Campbell Scientific, Inc., Logan, Utah, USA). From the start of sampling through April 27, 2006 (DOY 117), six heights in and above the canopy were sampled (two locations at 0.1 m and one each at 2, 5, 11, and 21.5 m above the ground), as well as four calibration gases in a 10-min cycle. After day 117, 2006, one site was removed (0.1 m) and four additional sites were added (0.5, 1, 7, and 9 m), which along with the four calibration gases made for a total of 13 sites measured every 10 min cycle. Air from a given site was initially sampled for 60 s to allow the plumbing to flush and pressure transients (<20 Pa) to dissipate in the TDLAS sample cell. After day 117, 2006, this flushing time was decreased to 46 s for the first 12 sites, and 48 s for the last site in order to keep the cycle time to 10 min. Data from the last 10 s of each site were averaged to produce a measurement. Hereafter, this is referred to as the 10-s mean ($X_{10}$), with a corresponding 10-s standard deviation ($\sigma_{10}$).

Calibration gases were CO$_2$ in-air mixtures that were filled with ambient air using a custom compressor system at the Stable Isotope Ratio Facility for Environmental Research, University of Utah (SIRFER). Above-ambient [CO$_2$] in the tanks was obtained by addition of pure CO$_2$ with $\delta^{13}$C
Fig. 1. Schematic view of tunable diode laser absorption spectrometer (TDLAS) sampling system. Air sample inlets (air), portable flask package inlet (PFP), and calibration (cal) and quality control (QC) tank gas pass through a manifold controlled using solenoid valves. Air is filtered, its flow rate controlled using a mass flow controller, and dried (Nafion) before passing into the TDLAS. Air sample lines are continually flushed using a bypass pump at $\sim 1$ L min$^{-1}$ (controlled using needle valve flow meters for each line). Not all air sample lines were used in this study.

Having four calibration tanks allowed us to use a four-point calibration to calculate $^{12}\text{CO}_2$ and $^{13}\text{CO}_2$ mole fractions. The relationship between detector signal and mole fraction is non-linear for these instruments, and the TDLAS software features an algorithm to correct for detector non-linearity. We turned off this feature, choosing instead to account for detector non-linearity by applying a second order polynomial curve fit to the raw data (however this approach...
sacrifices some long-term stability and increases noise). As well as being necessary for a non-linear curve fit, previous experience with these instruments has shown that a one- or two-point calibration (even with the linearity coefficient) was insufficient to achieve desired measurement precision, and that a four-point calibration produced greater measurement precision (Bowling et al., 2005). Mole fractions of $^{12}\text{CO}_2$ and $^{13}\text{CO}_2$ were calculated relative to WMO standards assuming 99.526% of the CO$_2$ in a sample consists of the isotopomers $^{12}\text{C}^{16}\text{O}^{16}\text{O}$ or $^{13}\text{C}^{16}\text{O}^{16}\text{O}$ (Hoefs, 1997; Bowling et al., 2003). The $X_{10}$ of [CO$_2$] was calculated as the 10-s mean of $[^{12}\text{CO}_2] + [^{13}\text{CO}_2]$, while $X_{10}$ of $\delta^{13}\text{C}$ was calculated as the mean relative to the Vienna PDB scale as:

$$
\delta^{13}\text{C} = 1000 \times \left( \frac{[^{13}\text{CO}_2] / [^{12}\text{CO}_2]}{\text{RPDB}} - 1 \right), \%e
$$

(1)

where RPDB is the $^{13}\text{C}/^{12}\text{C}$ of Vienna PDB, and assumed to be 0.01124 (Craig, 1957; Zhang and Li, 1990; Griffis et al., 2004).

Every six hours in the field (00:00, 06:00, 12:00, and 18:00 h), two additional tanks, hereafter referred to as quality control (QC) tanks, were measured for [CO$_2$] and $\delta^{13}\text{C}$ of CO$_2$. These QC tanks were treated as unknown samples and measured in a 10-min cycle with four working calibration tanks. Field-measured values of QC tanks were then compared to their laboratory-established values for the purposes of defining long-term instrumental accuracy and precision and identifying potential shifts in measurements when calibration tanks were replaced. These QC tanks were measured repeatedly in the laboratory for 8 months (Table 1) prior to their use in the field to assess any potential drift in [CO$_2$] and/or $\delta^{13}\text{C}$ over time. While still in use the field, flask samples from the QC tanks were filled on DOY 240, 2007 (23 months into the study) and measured in the laboratory for $\delta^{13}\text{C}$ of CO$_2$. It was not possible to measure [CO$_2$] with high accuracy in these samples as the tanks remain in the field and the flask samples collected were too small.

2.4 Flask sampling

The sampling design allowed for direct comparison between the University of Utah-based TDLAS measurements, with those made by the National Oceanic and Atmospheric Administration (NOAA) Carbon Cycle Greenhouse Gases (CCGG) Group and the Stable Isotope Laboratory at the Institute of Arctic and Alpine Research (INSTAAR) at the University of Colorado. Flask sampling was conducted in order to provide an independent WMO and VPDB-scale measurement (via these laboratories) for comparison to field TDLAS measurements.

Samples were collected using a portable compressor package (PCP) and portable flask package (PFP) identical to those used by the CCGG program for automated aircraft sampling (Tans et al., 1996). Briefly, the PCP consisted of two battery-powered pumps in series. Air entered the PCP via a sampling line and then entered the PFP at a flow rate of about 12 L/min (STP) via a transfer line. The PFP consisted of twelve 700 mL boro-silicate glass flasks, each with two automated Teflon-tipped stopcocks, as well as an on-board computer. The PFPs used at this site were also specially fitted with a manifold on the exit flask valves. This “back-maneuver” was kept at the same high pressure as the inside of the flasks in order to minimize permeation of gases through the Teflon-tipped stopcocks (previously observed during laboratory testing). During sampling, the manifold connecting the twelve flasks was flushed with 5 L of air, then the sample flask was flushed with 20 L and then pressurized to about 300 kPa absolute. Since February, 2007, the intake lines for the PFP sampling were flushed continuously at 1 L/min between sampling using an independent pump. The PCP remained at the site, and the PFPs moved between the field site and laboratories in Boulder, CO. The average time between flask filling and analysis was 18 days for CO$_2$ and 25 days for $\delta^{13}\text{C}$, with maximum storage lengths of 47 and 53 days.

On even-numbered days at 02:00 h, a single flask was filled with air from an unbuffered tubing inlet located at 2 m height above the forest floor, and at 14:00 h a single flask was filled from an unbuffered 21.5 m inlet. As we show below, the lack of volume-buffering on the sample lines led at times to rapidly changing [CO$_2$] during flask collection. Simultaneous TDLAS measurements were made from the inlet tubing while flasks were being filled, although it was not possible to measure during the entire time period of flask sampling.

<table>
<thead>
<tr>
<th>Year</th>
<th>Tank 1 [CO$_2$]</th>
<th>Tank 2 [CO$_2$]</th>
<th>Tank 1 $\delta^{13}\text{C}$</th>
<th>Tank 2 $\delta^{13}\text{C}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>302, 2004</td>
<td>452.18 (0.08)</td>
<td>359.86 (0.03)</td>
<td>-11.10 (0.05)</td>
<td>-8.83 (0.04)</td>
</tr>
<tr>
<td>309, 2004</td>
<td>452.13 (0.08)</td>
<td>359.78 (0.08)</td>
<td>-11.14 (0.10)</td>
<td>-8.89 (0.04)</td>
</tr>
<tr>
<td>314, 2004</td>
<td>452.18 (0.07)</td>
<td>359.90 (0.01)</td>
<td>-11.12 (0.03)</td>
<td>-8.82 (0.06)</td>
</tr>
<tr>
<td>321, 2004</td>
<td>452.19 (0.04)</td>
<td>359.82 (0.05)</td>
<td>-11.13 (0.10)</td>
<td>-8.86 (0.10)</td>
</tr>
<tr>
<td>351, 2004</td>
<td>452.09 (0.19)</td>
<td>359.86 (0.03)</td>
<td>-11.11 (0.06)</td>
<td>-8.92 (0.06)</td>
</tr>
<tr>
<td>18, 2005</td>
<td>452.16 (0.03)</td>
<td>359.81 (0.01)</td>
<td>-11.10 (0.04)</td>
<td>-8.90 (0.03)</td>
</tr>
<tr>
<td>68, 2005</td>
<td>452.24 (0.01)</td>
<td>359.87 (0.01)</td>
<td>N/A</td>
<td>-8.92 (0.09)</td>
</tr>
<tr>
<td>73, 2005</td>
<td>452.23 (0.02)</td>
<td>359.85 (0.02)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>147, 2005</td>
<td>452.21 (0.02)</td>
<td>359.91 (0.03)</td>
<td>-11.12 (0.03)</td>
<td>-8.89 (0.05)</td>
</tr>
<tr>
<td>152, 2005</td>
<td>452.17 (0.03)</td>
<td>359.85 (0.02)</td>
<td>-11.09 (0.02)</td>
<td>-8.89 (0.06)</td>
</tr>
<tr>
<td>159, 2005</td>
<td>452.22 (0.01)</td>
<td>359.84 (0.03)</td>
<td>-11.10 (0.04)</td>
<td>-8.93 (0.04)</td>
</tr>
<tr>
<td>Mean</td>
<td>452.18</td>
<td>359.85</td>
<td>-11.11</td>
<td>-8.89</td>
</tr>
</tbody>
</table>

* These values are the mean of 12 observations where $\delta^{13}\text{C}$ was measured via IRMS and CO$_2$ mole fraction was not measured.
Fig. 2. Comparison of two estimates of TDLAS performance for measurement of the mole fraction and $\delta^{13}C$ of atmospheric CO$_2$. Panel (a) shows frequency distributions of the standard deviations of the 10 TDLAS measurements (once a second for 6–10 s) whose averages constitute a single sample measurement. Panel (b) shows frequency distributions of the root mean square (RMS) error of calibration tank regression fits. Measurements whose standard deviations were greater than 0.55 µmol mol$^{-1}$ for [CO$_2$] or 1.2‰ for $\delta^{13}C$ were considered faulty and removed from the final dataset (dashed lines in panel (c)). Measurement cycles whose RMS errors for either [CO$_2$] or $\delta^{13}C$ were greater than 0.5 µmol mol$^{-1}$ or 0.5‰ were similarly omitted (dashed line in panel (d)). These cutoff values resulted in retention of greater than 99% of the data in each case.

Flasks were also collected, either manually or using a second PFP, at a nearby alpine tundra site. The site (called NWR or Niwot Ridge) has been used by NOAA CCGG and INSTAAR for decades; the CO$_2$ record began in 1968 and the $\delta^{13}C$ of CO$_2$ record began in 1990. The NWR site (40.05° N 105.58° W 3423 m a.s.l.) is located approximately 3 km to the NW and 373 m higher in elevation than the subalpine forest where the TDLAS was located. Flask data from NWR are used in this paper to establish the regional and seasonal cycles of CO$_2$ and $\delta^{13}C$ for comparison with the TDLAS data from the forest.

Analyses of $\delta^{13}C$ on PFP samples was conducted at the INSTAAR Stable Isotope Lab using a GV IsoPrime (GV Instruments, Manchester, UK) dual inlet isotope ratio mass spectrometer with a custom cryogenic CO$_2$ extraction technique (Vaughn et al., 2004). The normal reproducibility of $\delta^{13}C$ from cylinders of compressed air on the dual inlet instrument is 0.02‰ at 1σ. Mean reproducibility of PFP samples based on earlier tests ($n=12$) is 0.01‰ for $\delta^{13}C$ at 1σ. Tests comparing PFPs and 2.5l NOAA glass flasks filled from the same cylinder of compressed air and analyzed on the same instrument were not statistically different (data not shown). However, in tests comparing PFPs to direct measurements of the cylinders used to fill them, there was a statistically significant difference, showing the PFP’s
to be isotopically lighter by 0.03‰ for δ¹³C (p < 0.05, n = 82). Tests comparing sample storage times in PFP flasks did not show any statistical significance between those with short (~3 day) or long (~30 day) storage times (data not shown). The latter storage times are applicable to this study.

3 Results and discussion

3.1 Data processing and quality assurance

Over the first 2-years of the study there were a total of 101,431 10-min measurement periods. This translated to 787,495 potential observations (10-min periods and 5 or 9 measurement heights), but after quality control cycles, flask comparisons, low inlets being buried by the snow, and sharing of air sampling manifold time with other instruments, the number of potential observations was actually 526,411 over the 2-year period. Additional periods of data loss were due to mechanical and electrical problems (power outages, plumbing malfunctions, loose wires, etc.), or rapid changes in temperature and pressure inside the TDLAS instrument housing. Using temperature measurements, we found that rapid fluctuations in TDLAS sample cell temperature were caused by opening of the door of the shack where the TDLAS was located. Poor data were collected during these periods. After removal of these time periods 427,434 observations were left (81% of the total potential observations).

Each reported measurement is the mean of 10 (or at a minimum 6, see below) one-second observations from the TDLAS (X₁₀), and each 1-s value was calculated internally by the instrument as the mean of ten 100-ms values. The standard deviation of the ten 1 s observations (σ₁₀) is an indication of raw instrumental precision. The standard deviation did not change when either a 15 or 20 s interval was used instead (data not shown) indicating that performance was not improved by increasing the time interval being averaged beyond 10 s. Optimal averaging time for this instrument based on Allen variance is 25–30 s (Bowling et al., 2003), however our selection of inlet heights and flow rates and associated plumbing transients practically limits time averaging to 20 s maximum.

Post-collection processing of the 10 s periods resulted in greater instrumental precision (lower σ₁₀) when outliers in raw 1-s output were eliminated. This processing was done by (1) first calculating X₁₀ and σ₁₀ for a given 10-s sampling period, then (2) any observations greater than one standard deviation from that mean were discarded. Values were discarded starting with the greatest absolute difference from the mean, and continuing up to a maximum of four values. The X₁₀ and σ₁₀ were then recalculated for the remaining points (hence the number of 1 s measurements used to calculate the final X₁₀ and σ₁₀ varies between 6 and 10 for a given measurement). Post-collection processing was applied to the calculated values of CO₂ and δ¹³C, rather than the measured values of [¹²CO₂] and [¹³CO₂]. A frequency distribution of σ₁₀ for the two-year period is shown in Fig. 2a. The means and standard deviations for the distributions shown were 0.16±0.10 μmol mol⁻¹ and 0.33±0.20‰ for [CO₂] and δ¹³C respectively (see also Table 3 for an indication of how these vary with some identified problems). These values indicate the inherent instrumental variability in measuring these quantities, independent of calibration method. They also reflect uncertainty associated with the sampling system (plumbing, rapid changes in [CO₂], etc.).

The root mean squared (RMS) error of the calibration curve fit measured in each cycle was previously reported by Bowling et al. (2005) as an estimate of instrument performance. The RMS error was calculated separately for CO₂ and δ¹³C as:

\[
\text{RMSerror} = \sqrt{\frac{\sum (\text{actual} - \text{observed})^2}{n}}
\]

where actual [CO₂] and δ¹³C were laboratory-established values for each calibration tank, observed values were measured in the field for each tank during a given 10-min cycle, and n is the total number of tanks (n=4). Note that this is not a fully objective measure of instrument performance since the four calibration tanks are used to generate the “observed” values for each tank. The observed values for each tank are thus likely to have smaller error than the measurement of an unknown air sample would. Thus, a large RMS tank error is a valid metric for poor (but not good) instrument performance, and the RMS tank error was used in this fashion. The distribution of RMS tank errors for the entire dataset is shown in Fig. 2b. The mean and standard deviations of these distributions were 0.06±0.06 μmol mol⁻¹ CO₂ and 0.09±0.09‰ δ¹³C (also see Table 3).

Criteria were developed to remove unusually poor data from the final dataset. Exact values of the thresholds (described below) are arbitrary and likely to be different for different TDLAS instruments and different applications. Hopefully these can serve as a guide for other researchers to develop their own criteria for data quality. If a shift occurred when an unknown air sample was being analyzed, only that sample was affected; however if a shift occurred when a calibration tank was being measured, all measurements for the given 10 min measurement cycle were affected. For [CO₂], we removed any observation (unknown air samples) where σ₁₀ was greater than 0.55 μmol mol⁻¹. A total of 0.9% of the total observations failed this criterion (the cumulative distribution is shown in Fig. 2c). For δ¹³C, any observations whose σ₁₀ was greater than 1.2‰ were removed, and 1.0% of observations failed this criterion (Fig. 2c). We also used RMS tank error values to remove all data from a given 10-min measurement cycle when performance was poor. For [CO₂] and δ¹³C, any 10-min cycle whose RMS error for either [CO₂] or δ¹³C was greater than 0.50 (μmol mol⁻¹ or ‰) was removed from the final dataset. If the [CO₂]
RMS errors failed the acceptance criteria, the corresponding $\delta^{13}C$ data were also removed (and vice-versa). For $[CO_2]$ and $\delta^{13}C$, 0.05 and 0.04% of 10-min cycles failed these criteria (Fig. 2d). Overall, 98.8% of the total possible $[CO_2]$ observations during the first two years of the study ($n=422\,305$) were kept after applying these quality assurance cutoffs, and 98.6% ($n=421\,450$) of the total $\delta^{13}C$ observations were retained.

### 3.2 Quality control and performance

Analysis of quality control (QC) tanks allowed for a consistent assessment of instrument performance as applied to unknown air samples. There were 48 calibration tanks used for the TDLAS since our study began, but the two QC tanks were not changed. Field measurements for $[CO_2]$ and $\delta^{13}C$ for both QC tanks over the first two years of the study are shown in the top four panels of Fig. 3 and in Tables 1 to 3. The mean difference between actual and measured values for each tank was $0.04\pm0.18 \mu mol mol^{-1}$ and $-0.17\pm0.33\%e$ for tank 1, and $0.02\pm0.16 \mu mol mol^{-1}$ and $-0.14\pm0.4\%e$ for tank 2 (Table 2).

The standard deviation of actual-minus-measured values of the QC tanks is a useful measure of field performance. Over the entire 2.44-year period, these standard deviations were $0.19 \mu mol mol^{-1}$ and $0.31$ to $0.33\%e$ (Table 3). The TGA manufacturer reports the calibrated precision of this instrument as $0.05 \mu mol mol^{-1}$ and $0.1\%e$ (http://www.campbellssci.com/documents/manuals/tga100a-ov.pdf). Two problems were identified that mildly affected instrument performance during the first part of the study (days $-108$ to $494$), including an incorrect software setting (“moving average time”) and unusually low detector signals (perhaps caused by poor parameter tuning or optical alignment). During this period the $\delta^{13}C$ performance was a bit noisier (0.36 to $0.37\%e$, Table 3). A third problem led to a bias in QC tank measurement during days 520 to 650 (Fig. 3 and Table 3). This was apparent as a small bias (tenths of ppm or %) in QC tank values in Fig. 3. This was caused by overheating of the TGA instrument enclosure during the hottest days of summer 2007, a problem which has been corrected by moving a pump outside the shack. The small (<0.5 $\mu mol mol^{-1}$) bias visible in Fig. 3 beginning day 520 reflects a temperature-related diurnal change in the measured values for each tank, especially for $CO_2$.

The noisier signals during the above time periods negatively affected instrument performance (Table 3). After all three problems were fixed (days 650 to 783), the standard deviations of QC tank measurements were 0.2 to $0.24 \mu mol mol^{-1}$ and $0.17\%e$. The RMS errors during

### Table 2. Mean mole fraction and $\delta^{13}C$ of $CO_2$ measured on quality control (QC) tanks over the first two years of the study. These tanks were prepared and measured identically to field calibration tanks, but were not used for any calibrations. Measured values are those taken from measurements in the field every six hours. Actual values are those determined in the laboratory using non-dispersive infrared gas analysis for mole fraction and isotope ratio mass spectrometry for $\delta^{13}C$. Numbers in parentheses are the standard deviation of the mean ($n=2908$ for the field).

<table>
<thead>
<tr>
<th>$[CO_2]$ ($\mu mol mol^{-1}$)</th>
<th>$\delta^{13}C$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tank 1 (measured in field)</td>
<td>452.13 (0.17)</td>
</tr>
<tr>
<td>Tank 1 (actual)</td>
<td>452.17 (0.07)</td>
</tr>
<tr>
<td>Tanks 1 (actual – measured)</td>
<td>0.04 (0.18)</td>
</tr>
<tr>
<td>Tank 2 (measured in field)</td>
<td>359.82 (0.15)</td>
</tr>
<tr>
<td>Tank 2 (actual)</td>
<td>359.84 (0.06)</td>
</tr>
<tr>
<td>Tanks 2 (actual – measured)</td>
<td>0.02 (0.16)</td>
</tr>
</tbody>
</table>

### Table 3. Different measures of TDLAS performance. The $\sigma_{10}$ value is the mean of all $\sigma_{10}$ values for $[CO_2]$ ($\mu mol mol^{-1}$) or $\delta^{13}C$ (‰), and represents the precision of the raw measurement without calibration. The RMS tank error is the mean for all measurement cycles for $[CO_2]$ and $\delta^{13}C$, and is useful to exclude bad periods only. The values for QC tanks are the standard deviations of all differences (actual — measured) for $[CO_2]$ and $\delta^{13}C$ for each tank, and are used to assess long-term accuracy (Table 2) and precision (here). The PFP comparison is the mean or standard deviation of the difference between TDLAS and PFP values (TDLAS – PFP), and is used to assess the long-term accuracy and precision, as well as an independent scale verification. Data are shown for the entire 2.44-yr study, and for subsets of that period indicated by DOY relative to 2006. The small number of PFP samples during the “ideal” time period results because we ended the direct comparison sampling procedure. This change was made for logistical reasons, unfortunately before some of the TDLAS problems listed in the table were identified.

<table>
<thead>
<tr>
<th>$\sigma_{10}$</th>
<th>RMS tank error</th>
<th>QC tank 1</th>
<th>QC tank 2</th>
<th>PFP mean</th>
<th>PFP SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>days $-108$ to $783$ (all data)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[CO_2]$</td>
<td>0.14</td>
<td>0.06</td>
<td>0.19</td>
<td>0.19</td>
<td>0.47</td>
</tr>
<tr>
<td>$n$ for $CO_2$</td>
<td>527,337</td>
<td>80,851</td>
<td>2315</td>
<td>2271</td>
<td>232</td>
</tr>
<tr>
<td>$\delta^{13}C$</td>
<td>0.29</td>
<td>0.09</td>
<td>0.31</td>
<td>0.33</td>
<td>0.00</td>
</tr>
<tr>
<td>$n$ for $\delta^{13}C$</td>
<td>527,337</td>
<td>80,851</td>
<td>2318</td>
<td>2254</td>
<td>277</td>
</tr>
<tr>
<td>days $-108$ to $494$ (wrong moving average and/or low detector signals)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[CO_2]$</td>
<td>0.17</td>
<td>0.06</td>
<td>0.17</td>
<td>0.15</td>
<td>0.57</td>
</tr>
<tr>
<td>$n$ for $CO_2$</td>
<td>354,155</td>
<td>59,197</td>
<td>1502</td>
<td>1479</td>
<td>190</td>
</tr>
<tr>
<td>$\delta^{13}C$</td>
<td>0.37</td>
<td>0.10</td>
<td>0.36</td>
<td>0.37</td>
<td>0.00</td>
</tr>
<tr>
<td>$n$ for $\delta^{13}C$</td>
<td>354,155</td>
<td>59,197</td>
<td>1508</td>
<td>1464</td>
<td>217</td>
</tr>
<tr>
<td>days $520$ to $650$ (excessive internal temperature)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[CO_2]$</td>
<td>0.10</td>
<td>0.06</td>
<td>0.21</td>
<td>0.24</td>
<td>-0.04</td>
</tr>
<tr>
<td>$n$ for $CO_2$</td>
<td>84,563</td>
<td>9886</td>
<td>343</td>
<td>322</td>
<td>28</td>
</tr>
<tr>
<td>$\delta^{13}C$</td>
<td>0.12</td>
<td>0.08</td>
<td>0.25</td>
<td>0.29</td>
<td>-0.02</td>
</tr>
<tr>
<td>$n$ for $\delta^{13}C$</td>
<td>84,563</td>
<td>9886</td>
<td>341</td>
<td>321</td>
<td>47</td>
</tr>
<tr>
<td>days $650$ to $783$ (all problems fixed, ideal performance)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[CO_2]$</td>
<td>0.06</td>
<td>0.06</td>
<td>0.24</td>
<td>0.20</td>
<td>-0.07</td>
</tr>
<tr>
<td>$n$ for $CO_2$</td>
<td>80,323</td>
<td>10,385</td>
<td>408</td>
<td>408</td>
<td>3</td>
</tr>
<tr>
<td>$\delta^{13}C$</td>
<td>0.12</td>
<td>0.05</td>
<td>0.17</td>
<td>0.17</td>
<td>-0.01</td>
</tr>
<tr>
<td>$n$ for $\delta^{13}C$</td>
<td>80,323</td>
<td>10,385</td>
<td>408</td>
<td>408</td>
<td>3</td>
</tr>
</tbody>
</table>
this optimal time period were 0.06 $\mu$mol mol$^{-1}$ and 0.05‰, which correspond well to those reported in our preliminary study (Bowling et al., 2005) and the manufacturer’s specifications.

Measured $\delta^{13}C$ for both QC tanks was less negative than the actual tank values (Table 2). Although the difference was less than the standard deviation of the measurements, this suggests that a real isotopic measurement bias may exist. Long-term drift or offset in the $\delta^{13}C$ of the QC tanks (rather than the instrument) is a possible explanation for the observed difference between actual and observed $\delta^{13}C$, but there does not appear to be strong time-dependency in the measured QC tank values. Multiple measurements (using NDIR and IRMS) of these tanks were made for 319 days prior to their deployment in the field, and one set of measurements (using IRMS only) was made 714 days after deployment (Table 1). Prior to the start of TDLAS measurements in the field, the mean measured values for [CO$_2$] and $\delta^{13}C$ for both tanks fell within 0.01 $\mu$mol mol$^{-1}$ and 0.01‰ of the actual value (Table 1). For this 222-day period, there did not appear to be any drift in $\delta^{13}C$ of QC tanks over time. However, after 714 days in the field, the $\delta^{13}C$ values of air collected in flasks from the QC tanks and analyzed via IRMS show shifts (of 0.13‰ for tank 1 and 0.17‰ for tank 2) relative to their previously established values (Table 1). If we substitute these new QC $\delta^{13}C$ values for the actual values reported in Table 2, the actual-minus-measured $\delta^{13}C$ for tank 1 changes to $-0.04 \pm 0.33$‰, and $0.02 \pm 0.33$‰ for tank 2 (the uncertainties for each measurement were added). This suggests that there may indeed have been systematic offsets or drifts in the QC tanks, a possibility with any tanks that remain in use for extended periods of time (years). Based on these results, we recommend periodic re-assessment of any calibration or quality control tanks deployed in the field for extended periods of time.

A summary of the various approaches for estimating the precision of our TDLAS instrument are shown in Table 3. Previous biosphere-atmosphere exchange studies employing
TDLAS instruments have reported estimates of precision ranging from 0.03 to 0.15 µmol mol$^{-1}$ for CO$_2$ and from 0.03 to 0.15‰ for $\delta^{13}$C (Bowling et al., 2003, 2005, 2007b; Griffis et al., 2004; Pataki et al., 2006; Zhang et al., 2006). For each of these studies, estimates of precision were calculated using different methods and direct comparison of precision from different studies is not very informative. An additional point to consider is that some groups (Griffis et al., 2005b; Barbour et al., 2007a) use a single laser to measure all three stable isotopomers ($^{12}$C$^{16}$O$^{16}$O, $^{13}$C$^{16}$O$^{16}$O, and $^{12}$C$^{18}$O$^{16}$O). The manufacturer says that the expected precision is worse by roughly a factor of three for these instruments due to the weaker absorption at these lines (http://www.campbellsci.com/documents/manuals/tga100a-ov.pdf).

Studies by Bowling et al. (2005) and Pataki et al. (2006) used the RMS tank error of calibration regressions as an estimate of precision. As stated previously, the RMS tank error is not an objective measure of precision and should only be used as an indicator of poor performance. The $\sigma_{10}$ provides a better estimate of the instrumental precision, as well as additional uncertainty associated with the sampling system (such as plumbing transients). While $\sigma_{10}$ can be calculated for each unknown air sample, $\sigma_{10}$ does not provide an estimate of errors associated with calibration. We recommend that long-term precision for TDLAS studies be evaluated by regular measurement of QC tanks which are treated as unknowns, as we have done here. This approach provides the most comprehensive assessment of long-term performance and accounts for the greatest number of possible sources of error. Based on this analysis, we conclude that our measurement system shows no bias for CO$_2$ but may have a small bias (of order 0.2‰) for $\delta^{13}$C, although the re-analysis of the QC tanks indicates this may be an artifact of shifts in the QC tanks (Tables 1 and 2). We estimate our long-term precision to be 0.2 µmol mol$^{-1}$ CO$_2$ and 0.2‰ $\delta^{13}$C under ideal conditions.

Fig. 4. Comparison of measurements of [CO$_2$] and $\delta^{13}$C of forest air made by TDLAS with those made by automated flask collection (via portable flask package, PFP). Comparisons of TDLAS and PFP measurements made during daytime (at 21.5 m height) and at night (2 m height) are shown for CO$_2$ (a) and $\delta^{13}$C (b). Frequency distributions of the difference between the two (TDLAS – PFP) are shown for CO$_2$ (c) and $\delta^{13}$C (d). All data are shown.
conditions, and 0.2 \( \mu \text{mol mol}^{-1} \) CO\(_2\) and 0.35\%e \( \delta^{13} \text{C} \) under all conditions (Tables 2 and 3).

3.3 Flask comparison

Comparison of TDLAS measurements with flask samples collected and analyzed separately by a NOAA-CCGG portable flask package (PFP) provide an independent assessment of accuracy, and allow evaluation of the long-term data quality from the TDLAS. A previous comparison between NOAA air samples (not collected using a PFP) analyzed by both NOAA/INSTAAR and an Australian laboratory (CSIRO) found differences of roughly 0.2 \( \mu \text{mol mol}^{-1} \) and 0.02\%e for [CO\(_2\)] and \( \delta^{13} \text{C} \) respectively between the two (Masarie et al., 2001). This suggests a lower limit for comparisons between different laboratories measuring the same air with very similar techniques. Thus, we might reasonably expect poorer agreement when both the collection method (flask and \textit{in situ}) and analysis method (IRMS and TDLAS) are different. The comparisons between PFP and TDLAS [CO\(_2\)] and \( \delta^{13} \text{C} \) are shown in Fig. 4a and 4b. Values for [CO\(_2\)] ranged from 374 to 406 \( \mu \text{mol mol}^{-1} \) during the day at 21.5 m, and from 381 to 412 \( \mu \text{mol mol}^{-1} \) during the night at 2 m. Measurements from both PFP and TDLAS showed relatively good agreement with a 1:1 relationship for both day and night sampling. The difference (TDLAS–PFP) during the first two years had a mean value of 0.48±0.71 \( \mu \text{mol mol}^{-1} \) for [CO\(_2\)], and is a bit larger than that observed for our QC tanks (but is still within one standard deviation of no difference). Part of this bias may result from a known 0.1–0.3 \( \mu \text{mol mol}^{-1} \) (low) bias in the PFP measurements (data not shown).

Observed PFP flask values for \( \delta^{13} \text{C} \) ranged from −9.6 to −8.0\%e during the day and from −10.2 to −8.0\%e at night. The observed mean difference between TDLAS and PFP for \( \delta^{13} \text{C} \) was 0.01±0.45\%e \((n=277, \text{Table 3})\). This mean observed difference was better than that observed for our QC tanks, but had a larger standard deviation. However, for \( \delta^{13} \text{C} \) values greater than −8.25\%e, the mean TDLAS–PFP difference was −0.09 \((n=38)\) and for values less than −8.75\%e, the mean difference was 0.08 \((n=68)\). It is noteworthy that the range of best agreement (−8.25 to −8.75\%e; mean difference=0.02; \(n=172\)) occurred in the range where the calibration standards for both the TDLAS and the IRMS were best defined. This is also the \( \delta^{13} \text{C} \) range typical for mid-afternoon samples, where atmospheric variability in \( \delta^{13} \text{C} \) is lowest. Frequency distributions for [CO\(_2\)] and \( \delta^{13} \text{C} \) of (TDLAS–PFP) are shown in Fig. 4c and 4d.

The large standard deviations observed for mean TDLAS–PFP [CO\(_2\)] and \( \delta^{13} \text{C} \) are likely due to the way in which air was sampled. By examining \( \sigma_{10} \) of TDLAS data, we found that poor measurement comparisons with the PFP occurred when [CO\(_2\)] was changing rapidly (primarily at night, data not shown). This may be due to the fact that inlet lines were not passed through buffer volumes, so larger short-term variations in [CO\(_2\)] and \( \delta^{13} \text{C} \) influenced the variability seen in TDLAS measurements. This may also be due to the fact that PFP measurements were actually integrated over a longer time period (105 s) than those from the TDLAS (a 10 s sub-sample of that 105 s). Regardless, these relatively small differences between TDLAS and PFP measurements suggest that the TDLAS is capable of measuring [CO\(_2\)] and \( \delta^{13} \text{C} \) accurately within our stated precision (0.2 \( \mu \text{mol mol}^{-1} \) CO\(_2\) and 0.2 to 0.35\%e \( \delta^{13} \text{C} \)).

3.4 Seasonal differences in \( \delta^{13} \text{C} \) versus [CO\(_2\)]

The relatively short measurement time and field-capable operation of TDLAS instruments provides greater temporal and spatial resolution of [CO\(_2\)] and \( \delta^{13} \text{C} \) of CO\(_2\) than flask-based techniques (Ogee et al., 2003; Knohl and Buchmann, 2005; Knohl et al., 2005; Mortazavi et al., 2005, 2006). Observation of seasonal variation in the mole fraction and isotopic composition of atmospheric CO\(_2\) is an obvious application that would benefit from increased temporal resolution (Lai et al., 2005, 2006). Comparisons between flask and TDLAS-based time series are shown in Fig. 5. Both PFP flask and TDLAS measurements show strong seasonal
cycles for [CO$_2$] and $\delta^{13}$C that are similar to those collected from the alpine tundra site (NWR) (smoothed line in Fig. 5). In general, [CO$_2$] increased and $\delta^{13}$C decreased in the fall and winter as respiratory processes dominated, while [CO$_2$] decreased and $\delta^{13}$C increased during the growing season (spring and summer) when photosynthesis dominated. The bottom panel in Fig. 5 shows the net ecosystem exchange of CO$_2$ during these two years – periods of net carbon release (positive values) were apparent during fall and winter, and net carbon uptake (negative values) occurred in the spring and summer. The seasonal cycle of $\delta^{13}$C at the regional-scale is roughly 0.5‰ (Fig. 5). Even though the TDLAS precision for $\delta^{13}$C is 0.2‰ at best, the seasonal cycle was clearly observed. In addition, TDLAS measurements (from the 21.5 m sampling height which is 10 m above the forest canopy) show evidence of significant excursions from the NWR baseline (smoothed line) due to diurnal changes in respiration (year-round) and photosynthesis (growing season) of the local forest (Fig. 5). At midwinter (near days 80 or 430), CO$_2$ at 21.5 m height was up to 20 µmol mol$^{-1}$ higher and $\delta^{13}$C was 1‰ more negative than the NWR baseline. During peak summer daytime periods (near days 260 or 620), CO$_2$ at 21.5 m was nearly 10 µmol mol$^{-1}$ lower and $\delta^{13}$C was 0.3–0.4‰ more enriched than the NWR baseline due to net photosynthesis of the local forest canopy. Summer night periods showed a strong respiratory forest influence with higher CO$_2$ and more depleted $\delta^{13}$C than at NWR. Note that Fig. 5 shows the variability in the air 10 m above the vegetation canopy. The influence of respiration and photosynthesis are much stronger within and below the forest canopy (Bowling et al., 2005).

With these data we can evaluate our hypothesis, that seasonal differences in the relationship between the mole fraction and stable isotope content of CO$_2$ in forest air will be apparent due to local forest carbon exchange processes that overlay a larger scale (i.e. regional) variation in atmospheric CO$_2$. We compared [CO$_2$] and $\delta^{13}$C of CO$_2$ at four time periods over 2006 and 2007 (Fig. 6). During winter at the Niwot Ridge forest, trees are largely dormant, soil and air temperatures are at or below freezing, and respiration dominates the net carbon flux (Monson et al., 2006). During this time, ecosystem respiration drove [CO$_2$] of forest air higher and $\delta^{13}$C lower relative to values of the regional atmosphere (represented by flasks collected at the NWR alpine tundra site, Fig. 6a and c). NWR flask samples during these winter periods showed annual maxima in [CO$_2$] and minima in $\delta^{13}$C (Fig. 5). In these cases it appears that local forest processes (respiration) as well as larger-scale effects of ecosystem respiration increased the [CO$_2$] and decreased the $\delta^{13}$C of CO$_2$ in the background air at this site (Trolier et al., 1996; Lai et al., 2004). During late summer and fall (August and September), regional [CO$_2$] reached an annual minimum and $\delta^{13}$C an annual maximum (Fig. 5). Within the forest in summer, photosynthesis and respiration affected the [CO$_2$] and $\delta^{13}$C of forest air (Fig. 6b and d). During the day, photosynthetic
uptake reduced [CO$_2$] at 11 m by 5–10 $\mu$mol mol$^{-1}$ below that observed in winter (dotted lines), with a commensurate increase in $\delta^{13}$C. At night, respiratory fluxes of CO$_2$ were greater lower in the canopy, presumably due to the influence of canopy- and soil-respired CO$_2$. This led to higher [CO$_2$] and more negative $\delta^{13}$C at 11 m height at night relative to the regional atmosphere (Fig. 6b and d). NWR flask samples (all collected during the day) showed [CO$_2$] and $\delta^{13}$C values that compared most closely to daytime TDLAS data. Differences between NWR and the local forest during summer daytime periods were due to local net forest carbon uptake. The global or hemisphere-scale increase in [CO$_2$] is also apparent at both regional (NWR) and forest scales (Figs. 5 and 6). The mean [CO$_2$] of flask samples from the winter (Fig. 6a and c) increased approximately 2 $\mu$mol mol$^{-1}$ from 2006 to 2007, as did the lower [CO$_2$] bound of the TDLAS data (Figs. 5 and 6).

4 Summary

In this study we have examined the performance of a field-based, commercially-available tunable diode laser absorption spectrometer for measuring the mole fraction and stable isotopic composition of CO$_2$ in air for studies of biosphere-atmosphere gas exchange. Over 500,000 measurements were made at several heights in and above a subalpine forest canopy in Colorado, USA. The data record at the Niwot Ridge forest presented here spans 2.4 years (and sampling continues). We obtained precisions of 0.2 $\mu$mol mol$^{-1}$ for [CO$_2$] and 0.2 to 0.35‰ for $\delta^{13}$C of CO$_2$, with the possibility of a bias in $\delta^{13}$C of 0.2‰. Comparison of actual and measured CO$_2$ and $\delta^{13}$C of quality control tanks suggests that there may be a small positive bias in our $\delta^{13}$C measurements, or it may be due to a field-use related tank offset. This suggests that over long time periods (i.e. years) the $\delta^{13}$C of calibration tanks may change and periodic re-measurement is recommended. Comparison of TDLAS measurements with those from independent flask samples showed a small but persistent difference (<0.5 $\mu$mol mol$^{-1}$) for [CO$_2$] and no difference for $\delta^{13}$C of CO$_2$. The TDLAS data were used to interpret seasonal patterns in [CO$_2$] and $\delta^{13}$C within and above the forest canopy and to compare to regional variation. Time periods when trees were dormant (winter) showed the clear influences of local forest respiration on [CO$_2$] and $\delta^{13}$C on the air within the forest, and this influence was apparent at the regional scale as well. During the growing season (spring and summer) there were clear differences in the relative influence of photosynthesis and respiration on the [CO$_2$] and $\delta^{13}$C of forest air at different heights within the canopy. The high sampling frequency of the TDLAS showed clearly how these local-scale processes are overlaid upon regional/global patterns in [CO$_2$] and $\delta^{13}$C due to biological processes and anthropogenic CO$_2$ release.
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